




Osborne 2

0. Dedication

This thesis is foremost dedicated to my parents, who put up with my stress and

grumpiness as I worked to finish up against the deadline. Furthermore, this thesis is dedicated to

my professors and mentors, especially Prof. Aviram, without whom I am sure I would never have

embarked on this thesis in the first place.

CSCI4961 Honors Thesis: Cognitive States



Osborne 3

I. Abstract

The Cognitive States project is an ongoing investigation of how well a pre-trained deep

learning model, fine-tuned with various corpora of annotated texts, can infer belief states.

Overall, the goal of this project is to make incremental progress towards more advanced belief

state and sentiment detection capabilities. Previous research has focused on achieving

state-of-the-art F1 results on classification tasks as well as end-to-end generative tasks defined

on two corpora annotated for belief, sentiment, or both, Factbank and MPQA, using two models,

BERT and Flan-T5 (Murzaku et al). We use the same models to define similar tasks on the

Language Understanding (LU) corpus, in order to corroborate insights gained from previous

work. Furthermore, we present a novel database representation for fine-tuning data, allowing for

the unification of Factbank, MPQA, LU, and additional annotation-based belief/sentiment

corpora into a single dataset for seamless use in multi-task learning contexts, requiring unifying

data transformations such as converting unigram head words to n-gram spans. Our results for

LU's majority class align with those of Murzaku et al. on all tasks, whereas our approaches

performed less well on minority classes. Plans to improve minority performance include

leveraging a few-shot approach or generating synthetic data by swapping out words in existing

examples with close synonyms.
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indicating at which characters in the sentence the target begins and ends. Throughout our

research, we have used such source-target-label triples as training data to fine-tune pre-trained

deep learning models that will be described later, where either the source and target are given

and the label is predicted by the model (classification task), or the sentence alone is given and

tuples of the form (source, target, factuality) are outputted by the model (end-to-end task)
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Example 1: A driver speaks to a local on the side of the road after running out of fuel.

A: I am out of petrol.

B: There is a garage 'round the corner.

If we assume that both A and B are following conversational norms, then we can deduce

that B is not infringing on the common expectation that conversational contributions be relevant.

This leads us to conclude that B thinks the garage around the corner is open and selling fuel, that

A's lack of fuel is a problem that must be solved, and that A can solve this problem by going to

the garage to buy fuel. These unspoken assumptions allow A to perceive B's response as

relevant to what A had just said. These unspoken thoughts connecting A's speech to B's in a bond

of relevance are the implicature.

Implicatures appear in discourse when, on the surface, one or more of a set of proposed

guidelines for a conversation are not met for one of a number of reasons. This set of guidelines is

called the Cooperative Principle, and its maxims are quantity, quality, relation, and manner. Grice

presents some illustrative analogies to these maxims:

Maxim of
Cooperative
Principle

Definition Example

Quantity Be informative, but not
overly so.

If I ask for four screws, I expect you to hand
me four screws. Not three, not five.

Quality Do not say things you know
are false or lack evidence for.

If I am baking a cake and ask for sugar, I
expect you to hand me sugar, not salt.

Relation Be relevant. If I am mixing the cake batter, I do not expect
to be handed a fascinating book.
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IV. Language Understa
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V. FactBank, Initial Experiment, and Source-Target

Corpus Unification Database

The most difficult
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It is clear that the new schema is easier to comprehend and use for us as well as the research

community at large, considering the care that was taken to maintain abstraction in the new

schema. Many source-target-factuality corpora will fit into this mold.
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VI. Source-Target Corpus Unification Database:

Loading in Factbank

Once we finalized the master schema, we endeavored to load in Factbank from the

previous database while preserving the validity of each training example, including those with a

nested source. Our first attempt at this was to tweak and reapply the query we had used for the

author-only experiment, removing the query's author-only restriction and filling in the

appropriate tables for each row in the result set. However, the nature of the key relationships in

Factbank required much more meticulously designed and granular logic than what that query

provided.

Rather than fill in the master schema directly from the result set drawn from the native

database, we needed to select one sentence and then iterate over the relevant information

contained within it, starting with the author annotation, since it is always present (every sentence

has an author), and working through each additional level of source nesting, in order. On each

subsequent nesting level, we would iterate over all available sources, making inserts to our

sources table. Then, for each source,
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politician of the recent CNN expos® concerning his dubious campaign finance practices." Here,

the reporter is conveying the belief held by CNN, which is that the politician is corrupt, but the

reporter themselves does not express their own belief in the act of expressing CNN's belief. In

this example, there are three sources who all share the same target: the author, the reporter, and

CNN. The target is the belief that the politician is corrupt. For the author and the reporter, the

label is ROB, while for CNN, it is Uu.

In Factbank's native form, these annotations are lumped together with Uu, so we had to

design custom logic to separate them. If the nesting level of the source is greater than zero (i.e.,

not an author annotation), and the label is not Uu, we traverse the tree of parent sources from the

current one all the way to the top, switching all Uu labels to ROB. This task ended up relabeling

~2700 examples to be part of the reported belief class.
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VII. Source-Target Co
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VIII. Methods

LU, once
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because it acts as a universal baseline for NLP and is especially skilled at classification tasks

despite its smaller size.

For the end-to-end tasks, we borrowed two data formatting techniques, hereon referred to

as paradigms, from Zhang et al. in order to validate their effectiveness on new data. Between the

two paradigms, called extraction and annotation, the input is always the sentence itself.

Furthermore, for both end-to-end tasks, all of the annotations for a given sentence are collapsed

into a single training example, connecting to the general rule of end-to-end tasks being harder

than classification tasks: the model has to make more predictions at once, with less information.

The two paradigms differ, however, in their output formats. For extraction, the model outputs a

series of (target, label) tuples, where the source is implied to always be
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See the table below for a summary of these tasks with examples.

Task Model(s) Paradigm Example Input Example Output

End-to-End Flan-T5 Extraction John said Mary is coming to
dinner.

(coming, CB)

End-to-End Flan-T5 Annotation John said Mary is coming to
dinner.

John said Mary is
[coming|CB] to
dinner.

Classification Flan-T5,
BERT

N/A

é
Ex 1. coming|||John said Mary
is coming to dinner.

Ex 2. to|||John said Mary is
coming to dinner.
é

é
Ex 1. CB

Ex 2. O
é

With these three tasks defined, we upgraded the codebase presented by Zhang et al. and

modified by Murzaku et al. to support the LU corpus and the classification task, both of which

did not work natively. Furthermore, we implemented five-fold cross-validation for all

experiments, so that, between all of the folds, the model would train on every single example,

thus providing a well-balanced result. Crucially, file boundaries were respected between folds

such that a file's annotations were never split between two folds. This prevented the model from

getting distracted by learning features of the files themselves.

For the two end-to-end tasks, we used the same normalization logic to extract predictions

from generative outputs as Zhang et al. The best prefix for these tasks ended up being "lu

factuality: ". Additional speculation regarding model prefixes on this task is not useful since

previous work (Murzaku et al.) investigated this extensively and did not find a significantly

better-performing prefix.
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Regarding the classification task, some slight database modifications were required to

introduce the 'Other' (O) label. Most of the work here had to do with adjusting offset boundaries

for those annotations in LU where the native target is an n-gram span versus a unigram head,

since the SpaCy tokenizer, which handled the span-to-head task, differs slightly from the

tokenization implied in the way LU presents offset boundaries for spans. With that fixed,

generating the data in the correct format was easy. The prefix for this task was simply "classify: "

(only applied to Flan-T5 - no prefix was used with BERT).

All three tasks were run through Flan-T5, whereas the classification task was also run

through BERT. Targets for all experiments were represented as unigram heads, and all

experiments were run three times, with each run assigned one of the following random seeds,

which is provided to the model in order to ensure that changes to results between runs will be

entirely caused by changes in the data: 7, 21, and 42. Cross-validation was implemented within

each of these three runs. See part (B) of the experimental results section for results.
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IX. Experimental Resu
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B. LU: All Results

Note: For the following four tables, macro-f1 refers to the averaging of results of machine

learning prediction across three different seeds for the initialization of the random number

generator. The
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Non-Committed Belief Macro-F1 0.397

Non-Applicable Macro-F1 0.611

Other Macro-F1 0.967

Average of all labels except other Macro-F1 0.585

B.IV. Classification with BERT (Raw)

Classifier Metric Value

Committed Belief Macro-F1 0.742

Non-Committed Belief Macro-F1 0.477

Non-Applicable Macro-F1 0.6

Other Macro-F1 0.967

Average of all labels except other Macro-F1 0.606

On the classification task, we observed slightly higher but overall very similar

performance compared to the end-to-end tasks; between Flan-T5 and BERT, the majority class

performance was identical. Interestingly, minority-class performance was far better here than on

the end-to-end tasks, yielding a much-improved macro average F1 score. Overall, BERT

outperformed Flan-T5 on the classification task.

It is important to note that LU remains largely unexplored. This means that these results

are difficult to compare to previous results, although they can be compared to the FactBank

experiments using the same methods as we did.
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X. Conclusions and Insights

A. FactBank: Author-Only Initial Experiment (Pre-Database)

The data presented here do not lead to conclusions as impressive as those in Murzaku et

al. since the experiment in question was re-run with methods more closely resembling those

followed for the LU experiments, namely drawing data from the unified database instead of the

native format. Nevertheless, useful some conclusions can be drawn.

From the observed metrics for the majority class, CT+, we can conclude that BERT is

indeed able to correctly infer the belief state of the author when that belief state is CT+. The

comparatively poor performance of the Uu class may be due to the fact that the Uu class is

simply not large enough to match the CT+ class, but we suspect there is more behind Uu's

performance. In FactBank, the Uu class acts as a catch-all for annotations that generally do not

express a belief; the linguistic features of these annotations may vary widely, however. This is in

contrast to the CT+ class, where the syntactic and grammatical structures of annotations are

shared; this makes learning easier. To improve performance, the Uu class should be reexamined

to see whether some subset other than the previously-discussed reported belief class could be

relabeled.
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B. LU: All Results

B.I and B.II: End-to-End Tasks on Flan-T5

The most salient conclusion to be drawn from this set of experiments is that Flan-T5 does

better with tasks that ask for generative outputs, which was done here with the annotation

paradigm: the correct output contains the entire sentence. It is important to note that all classes

saw improved performance, not just the majority class.

We also observed that Flan-T5 does not do well with span-based annotations or a mix of

unigrams and n-grams. The best performance by far occurred when all annotations used

unigrams. This suggests that including non-essential tokens in annotations fed to the model only

serves to confuse



Osborne 30

The almost-perfect score for the 'O' label is both expected and insignificant. Per the

methods, any token not contained in an annotation is assigned this label, therefore making it a

supermajority class.
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XI. Future Work

A.
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